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Abstract
Real-time communication is crucial for wireless sensor networks (WSNs) to accomplish collaborative event sensing tasks with specific timing constraints. In this work, a service-differentiated real-time communication scheme (SDRCS) is developed to provide soft real-time guarantees for event-based traffic in WSNs. SDRCS features a cross-layer packet forwarding design to integrate the real-time routing functionality with a novel prioritized medium access control scheme. Based on this design, SDRCS performs distributed packet traversal speed estimation for traffic classification and admission control. SDRCS also performs prioritized packet forwarding so that the routing decisions are locally performed for maximized packet traversal speed. SDRCS requires no extra hardware for localization, transmission power adaptation or multi-channel transmission. It also adapts well to network dynamics, such as channel quality and communication voids. Performance evaluations show that SDRCS significantly improves the on-time delivery ratio and service-differentiation granularity for mixed priority traffic flows in unsynchronized WSNs, compared with currently used communication schemes. SDRCS also provides higher end-to-end throughput in terms of supporting higher source data rates with tight end-to-end latency requirements.

1. Introduction

Wireless Sensor Networks (WSNs) have emerged as a new generation of distributed embedded systems that provide observations on the physical world at low cost and with high accuracy. Most current WSN applications, such as battlefield surveillance [2], industrial production control [3], and structural monitoring [4], pose various kinds of real-time constraints in response to the physical world [5–8]. In a typical real-time WSN application, as shown in Fig. 1, a number of sensor nodes are deployed to cover the sensing field. Predefined events can be detected by the nearby sensor nodes. The collected event information must be sent to a sink by a certain deadline so that the proper event response can be performed in a timely manner. Depending on the urgency of the event, the data packets associated with different events can be assigned different end-to-end deadline requirements. Only the packets that are delivered to the sink before the deadline are deemed useful. Mission-critical applications call for new service-differentiated real-time communication protocols designed for WSNs.

Providing end-to-end real-time guarantees in WSNs is extremely challenging, compared with the situation in traditional networks such as wireless local area networks (WLANs). First, WSNs utilize multi-hop communication over lossy channels. The dynamic network and channel conditions make firm real-time guarantees (e.g., a guaranteed packet reception rate and end-to-end transmission delay for a specific data rate) almost impossible. Second, the event-based traffic in WSNs may exhibit highly diverse real-time constraints [5] depending on the event locations.
and urgencies. As a result, traditional flow-based traffic classification methods (e.g., dividing QoS traffic into data, voice, video, and control categories) may not be able to provide sufficient service-differentiation capability for the event traffic and ensure prioritized transmission. Third, the limited resources available to a sensor node restrict the design space of feasible WSN communication scheme. For example, location awareness and network synchronization may not be realistic assumptions for low-cost wireless sensor nodes. More importantly, the use of duty-cycle operation is essential for event-based applications to prolong the network lifetime.

Supporting service-differentiated real-time communication in WSNs is a cross-layer task. First, an efficient prioritized medium access control (MAC) mechanism is required to provide service differentiation so that the packets with tighter deadline requirements are given higher priority to access the channel and are delivered to the destination earlier than others. Some existing real-time communication protocols use non-prioritized MAC designs, such as B-MAC, with multiple priority queues to implement intra-node traffic prioritization. In this case, if a sender has multiple outgoing packets in queue, the packet with the tightest deadline requirements is scheduled first for transmission. However, a non-prioritized MAC with a priority queue cannot resolve inter-node traffic prioritization. When a number of senders within the same contention area try to send the packets with different deadline requirements, such MAC schemes cannot prioritize the transmission attempts of different senders, which leads to inter-node priority mismatches. Another type of prioritized MAC design has been proposed in [10,11]; this scheme uses a dynamic inter frame space (IFS) and backoff window (BW) extension-based CSMA/CA MAC scheme to resolve inter-node traffic prioritization. However, IFS/BW extension based MAC schemes may experience severe bandwidth under-utilization in multi-hop WSNs with fine-grained traffic classification. The limitations of these schemes are discussed in detail in Section 2.

In addition to medium access, routing is a major challenge for real-time communication provisioning in WSNs. To support high sustainable throughput with tight end-to-end deadline constraints, both the end-to-end hop count and the per-hop transmission delay must be considered in determining the routing metric so that the overall end-to-end communication delay can be minimized. To this end, most existing real-time routing schemes [10–12] use table-based geographical forwarding techniques. Each sensor node must maintain a routing table with location information of all the neighboring nodes and the average pairwise transmission delay. Based on this table, forwarding decisions are made to obtain the maximum forwarding speed. Table-based geographical forwarding techniques require each sensor node to have global localization capability and maintain the accurate one-hop connectivity information. Under dynamic wireless channel conditions, this translates into the frequent exchange of control packets, even when no event traffic exists on the network. The significant control overhead introduced by table-based geographic routing inevitably deteriorates the WSN lifetime in event-based, real-time applications.

Traffic admission control is another crucial component used to improve the bandwidth utilization and energy efficiency of a real-time communication scheme. By estimating the schedulability of packet transmissions, a proper admission control policy can be applied to the outgoing traffic in a per-hop manner. As a result, a packet transmission that is unlikely to meet the required latency constraints should be rejected at an early stage of the end-to-end transmission. However, most existing WSN real-time communication schemes do not consider admission control or simply drop packets only when the end-to-end transmission deadline is missed.

In this work, a novel service-differentiated real-time communication scheme (SDRCS) is proposed to provide soft, real-time guarantees for event-based traffic in WSNs using a cross-layer design. Compared with existing real-time communication schemes, the main contributions of this work are as follows.

1.1. Cross-layer real-time forwarding

SDRCS uses a dynamic forwarding technique to integrate routing functionality with a CSMA/CA-based prioritized MAC scheme. In this way, a receiver contention process is performed at each hop of packet forwarding based on the proposed real-time forwarding metric. Neighboring nodes with better forwarding distance, lower traffic load, and higher channel quality, i.e., those satisfying the real-time requirements, receive a higher priority to forward packets. No routing tables or neighboring node information need to be maintained or periodically exchanged for end-to-end communication; hence, the control overhead is mitigated. Since the forwarding decision is made on-demand, the SDRCS adapts well to network dynamics. More importantly, the fully distributed and on-demand forwarding design makes SDRCS suitable for duty-cycled WSNs.

1.2. Efficient prioritized MAC design

To provide better service-differentiation capability for diverse end-to-end deadline requirements in WSN applica-

tions, a novel polling contention period-based prioritized MAC is proposed in SDRCS, as an alternative to traditional IFS/BW extension-based MAC schemes. The proposed MAC design helps decrease the average IFS and BW sizes when the number of traffic priority categories is large, thus improving the overall bandwidth utilization of the end-to-end communication when four or more traffic priority categories are supported in the network.

1.3. Light-weight packet schedulability estimation

SDRCS includes a light-weight packet schedulability estimation mechanism utilizing a received signal strength (RSS)-based sensor node grouping technique and a uniform polling contention period design for traffic within any priority category. Based on packet schedulability estimation, proper admission control and early missed-deadline packet-dropping policies are designed to prevent unschedulable packets from being injected into the network and degrading bandwidth utilization.

The rest of the paper is organized as follows: In Section 2, the existing solutions for real-time communication in WSNs are discussed. An overview of SDRCS is provided in Section 3 and the design details and protocol operations are described. The results of extensive simulation evaluations are presented in Section 4 to evaluate the performance of SDRCS, and compare it with two existing protocols, RAP [11] and MMSpeed [10], using two important metrics: average end-to-end latency and on-time delivery rate. The paper is concluded in Section 5.

2. Related work

In this section, we discuss existing real-time communication schemes for wireless sensor networks. We point out the limitations of the existing solutions and the motivation for our cross-layer SDRCS design.

2.1. MAC layer solutions

A prevalent approach for achieving prioritized MAC in WSNs was recently developed [10,11], based on the IEEE 802.11e or 802.11 EDCA [13] standards. These MAC schemes are designed to dynamically adapt the inter frame space (IFS) and/or back-off window (BW) length according to different priority classes. A larger IFS is used to transmit packets with lower priority levels. When the number of packets with the same priority level increases, a larger BW is used to resolve the collision. These prioritized MAC approaches are generally referred to as Dynamic IFS/BW Extension-based approaches.

However, IFS/BW extension-based MAC designs do not scale well when the number of supporting priority levels increases under diverse end-to-end deadline requirements in WSN applications. In this case, the MAC design attempts to prioritize the medium access by increasing the IFS and BW sizes for low-priority traffic. Therefore, the average IFS and BW sizes allocated in end-to-end communication and the probability of priority reversion [14] dramatically increase, resulting in significantly degraded bandwidth utilization. Mainly for this reason, the revised version of 802.11 EDCA [13] limits the supported number of priority levels to four. However, supporting fewer priority levels in the network results in more traffic being classified into the same priority level. Such a situation leads not only to a degraded service differentiation ability but also an increased collision possibility in the medium access contention process. Accordingly, a higher collision possibility introduces a larger average BW size. Thus, the average communication throughput deteriorates. Based on the above observations, providing fine service differentiation capability and limited IFS/BW extension is vital in efficient real-time MAC design for WSN applications.

2.2. Routing layer solutions

The majority of existing real-time communication schemes [9–12] adopt traditional table-based pro-active routing approaches with different real-time routing metrics. In table-based pro-active routing, each sensor node maintains a routing table listing all its neighboring nodes. Based on specific real-time routing metrics, one neighboring node that satisfies the application-specific deadline requirement is selected as the next hop to complete packet forwarding. RAP [11] uses a greedy geographic forwarding metric, in which any outgoing packets are routed to the neighboring node with the shortest distance to the receiver. A major limitation of the RAP design is that greedy geographic forwarding does not consider local network conditions, such as load-balance, congestion level, and channel quality. Therefore, the RAP routing decision leads to unpredictable per-hop transmission delay in dynamic WSN environments, which affect not only communication throughput but also packet traversal speed estimation.

RPAR [9], SPEED [12], and MMSpeed [10] improve the real-time routing metric by considering both the geographic information and the average pairwise transmission delay of neighboring nodes. The pairwise transmission delay is usually affected by the local contention level, congestion level, and channel quality. Using the location and delay information, the sender can evaluate the speed of packet progress achieved by a neighboring node and thus make a forwarding decision to minimize end-to-end latency.

Table-based real-time routing techniques encounter common limitations in WSNs. First, to maintain the accuracy of the information listed in the routing table in dynamic WSNs, a number of control messages must be exchanged periodically. This introduces significant control overhead, especially for event-based WSN applications. Second, table-based routing techniques are not suitable for duty-cycle design, which is vital for energy conservation in WSNs. In an unsynchronized WSN, the sensor nodes with duty cycle design randomly go into sleep mode to decrease their energy consumption. In this case, table-based routing techniques cannot properly identify the active next-hop candidate.

In contrast to table-based forwarding techniques, receiver-contention-based dynamic forwarding techniques have been proposed in recent studies [15–19]. Here, routing functionality is combined with a CSMA/CA-based
MAC design so that an adaptive receiver contention is performed at each hop. Sensor nodes with better forwarding distances than others, lower traffic loads, higher channel quality or higher residual energy levels receive higher priority to respond to the RTS packet with a CTS packet and thus, become the next hop. No routing tables or neighboring node information must be maintained or periodically exchanged. Since the forwarding decision is made on-demand, these schemes can easily adapt to a distributed duty-cycle design.

The existing dynamic forwarding techniques motivates the SDRCS design by allowing for an efficient cross-layer communication approach. However, since the existing dynamic forwarding approaches do not consider soft real-time provisioning in forwarding decision, new forwarding metrics based on prioritized MAC operations must be designed so that the application-specific deadline requirements can be enforced in end-to-end packet forwarding.

2.3. Other solutions

In addition to the aforementioned link- and network-layer solutions, physical- and transport-layer protocols have recently been developed to address energy conservation and reliable communication in delay-constrained WSN applications. In [20], it is pointed out that event detection probability and detection latency are functions of the duty cycles of the sensor nodes. Based on this observation, a distributed algorithm is proposed to regulate the probability of sensor nodes being active, such that an event that occurs anywhere in the network can be detected by the sink within a maximum detection latency and a minimum detection probability. In [21], it is shown that the end-to-end communication reliability and latency achieved in event-based WSNs can be regulated through transport-layer rate control. By observing the average end-to-end communication delay and the on-time delivery rate at the sink, proper control mechanisms for the event data rate are applied to the sensor nodes within the event area so that application-specific event transport reliability or latency requirements can be met at the sink. Since these designs are independent of the MAC and network layer operations, the proposed SDRCS operations can be complemented with these solutions.

3. SDRCS: a service-differentiated real-time communication scheme

In this section, the details of the SDRCS are given in terms of five components. The protocol operations executed in each component are described. The relationship among different components and the process by which a real-time packet is scheduled and forwarded in the SDRCS design are shown in Fig. 2. The void-avoidance capability of SDRCS is discussed at the end of the section.

3.1. Assumptions

We consider a static WSN with homogeneous sensor nodes, and a single sink (see Fig. 1). The nodes communicate through multihop wireless links, using a single channel and fixed transmission power. The sensor nodes are unsynchronized devices without location awareness. The sensor nodes are capable of measuring the received signal strength for each received packet. The above assumptions reflect the current hardware configurations of wireless sensor nodes [22].

We consider a mission-critical event sensing application [5], where the predefined events are detected by the nearby sensor nodes and the event information should be converge-casted [23] to the sink. According to the urgency of each event, data packets can be assigned different end-to-end deadline requirements. Only the packets delivered to the sink before the deadline are deemed useful. We also assume the networks to be connected, where at least one end-to-end forwarding path exists.

![Fig. 2. SDRCS components and the packet forwarding steps.](image-url)
3.2. RSS-based sensor node grouping

Many existing real-time communication protocols for WSNs assume precise location awareness at each sensor node [10,12], which requires GPS equipment or complex localization schemes. In the absence of such precise location awareness, we design a Received Signal Strength (RSS) based sensor node grouping method to roughly strip the sensing field into layers, as shown in Fig. 3. The layer information can be used to estimate the hop-distance from the node to the sink, which enables the estimation of packet traversal speed in the packet forwarding process. The accuracy of the hop distances resulting from the grouping can be controlled by grouping granularity, defined as GRA. The basic grouping operations are given below:

- **Step 1:** The sink initializes a Grouping Message broadcast with its group ID, where $G\_ID = 0$.
- **Step 2:** Each sensor node, that receives a grouping message with received signal strength RSS higher than a pre-defined threshold RSS$_{th}$ and does not have a group ID, is assigned a group ID $G\_ID = G\_ID + 1$, where G\_ID is the group ID value contained in the received grouping message. It then sets its back-off window as $BW = [G\_ID]+1)\times\text{slot}$, and broadcasts a grouping message, which contains its own group ID, once.
- **Step 3:** Each sensor node, that receives a grouping message with received signal strength RSS lower than RSS$_{th}$ and does not have a group ID, is assigned a temporal group ID as $G\_ID_{temp} = G\_ID + 1$, where the grouping process ends when all the nodes finish their grouping message. It then sets its temporary group ID as $G\_ID_{temp} = G\_ID + 1$, and broadcasts a grouping message, which contains its own group ID, once.
- **Step 4:** Each sensor node that has a $G\_ID_{temp}$ is assigned a group ID as $G\_ID = G\_ID_{temp}$ when the timer expires. It then sets its back-off window as $BW = [G\_ID]+1)\times\text{slot}$, and broadcasts a grouping message, which contains its own group ID, once.
- **Step 5:** Each sensor node can broadcast the grouping message at most once based on Steps 2–4. Hence, the grouping process ends when all the nodes finish their broadcast.

The performance of the proposed grouping process can be analyzed using log-normal shadow fading channel model [24]. First, the RSS value obtained by a receiver at a distance $R$ from the transmitter is given by

$$RSS(R) = P_t - P_l(R_0) - 10\eta \log_{10}\left(\frac{R}{R_0}\right) + X_s,$$

where $P_t$ is the transmit power in dBm, $P_l(R_0)$ is the path loss at a reference distance $R_0$ in dBm, $\eta$ is the path loss exponent, and $X_s$ is the shadow fading component, where $X_s \sim N(0, \sigma)$. With $RSS(R) = RSS_{th}$, the expected transmission range $E[R]$ of a broadcast message is given by

$$E[R] = R_0 \cdot 10^{\frac{P_t - P_l(R_0) - RSS_{th}}{10\eta}} \cdot e^{\frac{\sigma}{10}}$$

$$= R_0 \cdot 10^{\frac{P_t - P_l(R_0) - RSS_{th}}{10\eta}} \cdot e^{\frac{\sigma}{10}}.\quad (2)$$

$$E[R_{max}] = R_0 \cdot 10^{\frac{P_t - P_l(R_0) - RSS_{th}}{10\eta}} \cdot e^{\frac{\sigma}{10}}.\quad (3)$$

We also define the maximum transmission range $E[R_{max}]$ based on the noise power floor $P_n$, where

$$E[R_{max}] = R_0 \cdot 10^{\frac{P_t - P_l(R_0) - P_n}{10\eta}} \cdot e^{\frac{\sigma}{10}}.\quad (4)$$

The grouping granularity, GRA, is then defined as

$$GRA = \frac{E[R_{max}]}{E[R]} = 10^{\frac{RSS_{th} - P_n}{10\eta}}.\quad (5)$$

By properly increasing RSS$_{th}$, the grouping granularity is increased as more layers are assigned to the network. This results in finer end-to-end hop-distance awareness at the sensor nodes. The design of the back-off window, $BW$, ensures that the sensor nodes with higher group IDs cannot interrupt the Grouping Message broadcast from a lower group node; hence, the grouping process can propagate from the sink in a layered manner.

The node grouping should be done at the post-deployment stage. After the RSS-based grouping process, the sensor nodes can be mapped into strip-style groups, using $E[R]/GRA$ as the average width of the strip. The density of the WSN affects the grouping structure. With increasing node density, the result of this grouping would approach perfectly circular strips if the channel fading and noise components in the network are homogeneous [25]. The group ID can be used to estimate the hop distance from the node to the sink and the packet forwarding can be guided towards the sink without precise location information.

The main difference between using an RSS-based grouping technique and a traditional geographic localization technique in the design of real-time communication schemes lies in the definition of the node-to-sink distance. In a traditional geographic forwarding approach, the end-to-end distance is defined as the Euclidean distance,

![Fig. 3. Received signal strength (RSS) based sensor node grouping example with GRA = 2.](Image)
whereas in SDRCS, the distance is defined as the end-to-end hop count. As stated earlier, in a densely deployed WSN with homogeneous channel fading and noise components, the group ID can serve as a good indicator of node-to-sink geographic distance. However, in a sparsely deployed WSN or a WSN with dynamic channel fading and noise components, the group ID is more of an end-to-end hop count estimation, which may not be linearly related to geographic distance. Therefore, the proposed RSSI-based grouping technique can help improve the accuracy of end-to-end hop-distance estimation in real WSN deployment, while avoiding the use of the expensive precise localization schemes or devices as in [10,11].

3.3. Per-hop deadline based prioritized queueing policy

In WSNs, an application-specific real-time requirement is usually presented as an end-to-end deadline, which indicates the maximum packet traversal time from the sender to the receiver [26]. However, in a multi-hop network, the end-to-end deadline is not the only criterion for determining the urgency of packet delivery. The end-to-end hop count also affects the packet delivery schedule. For example, if there are two schedulable packets with the same end-to-end deadline requirements competing for the channel, the one with a higher end-to-end hop count should be scheduled first. If we assume that each sensor node is able to predict the end-to-end hop-count to the sink, the end-to-end deadline requirement can be broken down into a per-hop deadline requirement, \( t_{\text{hop}}^{\text{req}} \), where

\[
L_{\text{Req}} = \frac{L_{\text{sum}}}{HC_{\text{sum}}},
\]

\( L_{\text{sum}} \) is an application-specific parameter which reflects the required end-to-end delay for packet delivery. \( HC_{\text{sum}} \) is the predicted hop-count value based on the G_ID of the sender, the GRA value and the forwarding strategy, which is discussed in Section 3.5. \( L_{\text{Req}}^{\text{hop}} \) reflects the per-hop traversal speed required to achieve the end-to-end real-time guarantees in a contention-based WSN. It can be used as an accurate indicator for packet delivery priority classification [26].

We use FIFO priority queues for packet scheduling at a node, as shown in Fig. 4. Since the prioritized MAC can only provide differentiated service for a limited number of priority classes, the per-hop deadline requirements are further mapped into \( N \) priority levels, where \( N \) is the number of the priority queues allocated at each sensor node.

In this paper, we use the following packet priority level assignment policy:

\[
P^{\text{tx}} = \min \left( \frac{L_{\text{Req}}^{\text{hop}}}{t_{\text{hop}}^{\text{min}}}, N \right),
\]

where \( P^{\text{tx}} \) is the assigned packet priority level in the queue and \( t_{\text{hop}}^{\text{min}} \) is the minimum time required for one-hop packet forwarding, which depends on the MAC operations adopted in the dynamic forwarding design. The \( t_{\text{hop}}^{\text{min}} \) value for SDRCS is given in Section 3.5. Since Early Deadline First (EDF) has been proven as the most efficient scheduling policy for channel access in wireless networks [27], the packet in a higher priority queue is scheduled earlier for transmission.

Note that the above priority level assignment policy works well when the application-specific \( t_{\text{hop}}^{\text{req}} \) is uniformly distributed within its design space \( t_{\text{hop}}^{\text{min}}, N * t_{\text{hop}}^{\text{min}} \). For different real-time applications with different \( t_{\text{hop}}^{\text{req}} \) design spaces and distributions, different priority level assignment policies can be used such that the incoming packets with various \( t_{\text{hop}}^{\text{req}} \) values can be classified properly into \( N \) priority classes and placed into an associated priority queue for transmission [10].

3.4. Polling contention period based real-time MAC

To better support the diverse end-to-end deadline requirements in WSN applications, we designed a polling contention period based real-time MAC to support prioritized channel access.

As mentioned in Section 2, Dynamic IFS/BW Extension is used by most existing real-time communication schemes for prioritized MAC support in WSNs. Such approaches employ extended arbitrary inter frame space (AIFS) and back-off window (BW) size adaptation for prioritized medium access contention. For a packet with priority level \( i \), according to the IEEE 802.11 EDCA [13], the AIFS and BW values are derived as follows:

\[
\text{AIFS}_i = \text{SIFS} + i * \text{LOT\_TIME},
\]

\[
\text{BW}_i = (\text{BW}_1 + 1) * i - 1.
\]

where SIFS is the short inter frame space for controlling packet transmission contention. In the dynamic IFS/BW extension based MAC design, a higher number of priority levels supported in the network results in higher average AIFS and back-off window values and a lower average throughput.

In SDRCS, a fixed number of polling slots are used for prioritized packet transmission contention instead of variable inter frame space and back-off window sizes. This design was inspired by the bus access control mechanisms used in computer systems. The basic MAC operation adopted by SDRCS is shown in Fig. 5.

For any packet transmission, a sender first senses the medium. If the medium is idle, the sender waits for the
is used after the polling period to handle the possible collision scenario. Therefore, an extra back-off period packets with the same priority or they are located in a hidden-terminal scenario because they have the outgoing period. Note that more than one node may survive the priority level among all competitors can survive the polling period. In this manner, only the nodes with the highest priority level will be suppressed in the following transmission in this manner. Any node that senses a burst in its inactive polling slots and remain silent in its inactive polling slots. The entire polling period consists of packet based on the priority level associated with the outgoing packet. The maximum priority level is 7.

Table 1
Polling-slot design for maximum priority level = 7.

<table>
<thead>
<tr>
<th>Priority level</th>
<th>Slot 1</th>
<th>Slot 2</th>
<th>Slot 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Active</td>
<td>Active</td>
<td>Active</td>
</tr>
<tr>
<td>2</td>
<td>Active</td>
<td>Active</td>
<td>Inactive</td>
</tr>
<tr>
<td>3</td>
<td>Active</td>
<td>Inactive</td>
<td>Active</td>
</tr>
<tr>
<td>4</td>
<td>Active</td>
<td>Inactive</td>
<td>Inactive</td>
</tr>
<tr>
<td>5</td>
<td>Inactive</td>
<td>Active</td>
<td>Active</td>
</tr>
<tr>
<td>6</td>
<td>Inactive</td>
<td>Active</td>
<td>Inactive</td>
</tr>
<tr>
<td>7</td>
<td>Inactive</td>
<td>Inactive</td>
<td>Active</td>
</tr>
</tbody>
</table>

AIFS period of time and senses the medium again. If the medium remains idle, the sender attempts to initiate packet transmission by sending out an RTS packet. Since several nodes within the interference range may have been waiting for this chance to transmit, all these nodes enter the polling period to compete for the transmission of an RTS packet based on the priority level associated with the outgoing packet. The entire polling period consists of \(\lceil \log_2 N \rceil\) polling slots for contention entities with \(N\) priority levels. For example, if 7 priority levels are supported in SDRCs, 3 polling slots are required for medium access contention among all possible competitors within the interference area. According to Table 1, any sensor node with an outgoing packet at priority level \(i\) will transmit a burst signal in its active polling slots and remain silent in its inactive polling slots. Any node that senses a burst in its inactive polling slots will be suppressed in the following transmission period. In this manner, only the nodes with the highest priority level among all competitors can survive the polling period. Note that more than one node may survive the polling contention period because they have the outgoing packets with the same priority or they are located in a hidden-terminal scenario. Therefore, an extra back-off period is used after the polling period to handle the possible collision (Exponential Back-off state at the bottom-left in Fig. 5). Since much fewer number of competing nodes can enter the back-off period after the polling contention period, the BW can be set to a much smaller size compared to that used in dynamic IFS/BW extension based prioritized MAC design. Assuming each priority level has the same amount of traffic load, the proposed polling-contention mechanism provides better overall throughput when the number of priority levels satisfies \(N \geq 4\).

3.5. Receiver contention based dynamic forwarding

Motivated by the cross-layer forwarding design discussed in Section 2, we developed a receiver contention-based dynamic forwarding for converge-cast packet routing. This approach is combined with the RTS/CTS exchange period of the proposed real-time MAC design. In the real-time MAC design in Section 3.4, if a sender \(i\) wins in a polling contention period and gains access to the medium after the exponential back-off period, it will initiate an RTS broadcast containing its own group ID, \(G_i\). All the neighboring nodes that overhear this RTS message enter the receiver contention period, in which only sensor nodes with group IDs equal to or lower than \(G_i\) become the qualified next-hop candidates. Therefore, the packet can only be forwarded towards the sink and gain a non-negative packet traversal speed. The unqualified nodes enter the NAV (Network Allocation Vector) period. Each qualified next-hop candidate is required to evaluate its capability for maximizing the packet traversal speed for this transmission. This capability is classified into \(M\) priority levels for receiver contention.

Based on the aforementioned forwarding process and the grouping mechanism described in Section 3.2, the grouping granularity GRA gives the maximum number of groups that a packet can traverse within one hop. \(L_{Min}^{hop}\) gives the minimum time for one-hop packet transmission. Therefore, the maximum packet traversal speed achievable by a forwarding decision without queuing delay is given by

\[
\text{Speed}_{\text{max}} = \frac{\text{GRA}}{L_{Min}^{hop}}. \tag{10}
\]

Regarding a specific next-hop candidate \(j\), the average traversal speed \(\text{Speed}_j\) by forwarding the packets to \(j\) is derived from its average pairwise packet transmission time \(t_{ij}^{Avg}\), the queue length \(L_q\), the average per-packet queuing delay \(\lambda q^{Avg}\), and its group ID \(G_j\), where

\[
\text{Speed}_j = \frac{G_i - G_j}{t_{ij}^{Avg} + L_q + \lambda q^{Avg}}. \tag{11}
\]

In (11), the packet progresses by a forwarding decision based on the group ID difference between the sender and receiver, i.e., \(G_i - G_j\). The per-hop packet delivery delay consists of two parts, the packet transmission delay and packet queuing delay. The packet transmission delay, \(t_{ij}^{Avg}\), is calculated using an Exponentially Weighted Moving Average (EWMA) algorithm [28]:

\[
t_{ij}^{Avg} = \alpha t_{ij} + (1 - \alpha) t_{ij}^{Avg}, \tag{12}
\]

where \(\alpha\) is the moving average coefficient, \(0 < \alpha < 1\), which represents the degree of weighting decrease. A higher \(\alpha\) discounts the older delay value faster, and makes the re-
The priority among all candidates capture the channel through mechanism is used for receiver contention, as described. The same prioritized MAC competes to reply with a CTS packet based on its determined forwarding priority. The above receiver priority assignment guarantees the instantaneous per-packet queuing delay, which is measured as the time between two consecutive packets dequeued from a priority queue. A larger queuing length between node $i$ and $j$.

The average per-packet queuing delay, $t_Q^{avg}$, reflects the local contention level for a particular next-hop candidate and is again calculated using an EWMA:

$$t_Q^{avg} = \beta t_Q + (1 - \beta)t_Q^{avg},$$

where $\beta$ is the moving average coefficient, $0 < \beta < 1$, and $t_Q$ is the instantaneous per-packet queuing delay, which is measured as the time between two consecutive packets dequeued from a priority queue. A larger queuing length and per-packet queuing delay indicate a lower packet traversal speed for a given forwarding decision.

Based on (10) and (11), the contention priority for a next-hop candidate $j$ is given as

$$p_{R}^j = \min \left( M - \frac{\text{Speed}_j + M}{\text{Speed}_{max}} \right),$$

The above receiver priority assignment guarantees the following:

- The next-hop candidate with the lowest group ID receives the highest priority for transmitting its CTS packet.
- For multiple next-hop candidates with the same group ID, the one with a better channel quality and lower traffic load gets a higher priority for transmitting its CTS packet.
- The sensor node with the maximum the packet traversal speed is assigned the highest priority.
- A packet is forwarded only to achieve non-negative traversal speed.

Upon receiving the RTS broadcast and evaluating its forwarding priority based on (13), each receiver candidate competes to reply with a CTS packet based on its determined forwarding priority. The same prioritized MAC mechanism is used for receiver contention, as described in Section 3.4. The nodes with the highest forwarding priority among all candidates capture the channel through the $\lfloor \log M \rfloor$ polling period. After an extra back-off period $BW_{CTS}$, the winning receiver notifies the sender by a CTS packet with its node ID. Accordingly, the sender will unicast the data packet to the winner, wait for an acknowledgment and finish the one-hop packet forwarding.

A complete prioritized packet transmission contention and receiver contention period for real-time MAC is shown in Fig. 6. According to our receiver-contention based dynamic forwarding operation, two important parameters are determined for (6) and (10). The minimum per-hop latency for the packet transmission with any priority level assignment, $t_{hop}^{min}$, is given as

$$t_{hop}^{min} = \text{AIFS} + t_{RTS} + \frac{1}{2}BW_{RTS.min} + t_{CTS} + t_{SIFS} + t_{Data},$$

where $\text{AIFS}$ and $SIFS$ are arbitrary and short IFSs, $t_{RTS}$ and $t_{CTS}$ are the fixed times of the polling periods for RTS and CTS packets, $BW_{RTS.min}$ and $BW_{CTS.min}$ are the minimum back-off window values, and $t_{RTS}, t_{CTS}, t_{Data}$ and $t_{ACK}$ are the RTS, CTS, Data and ACK packet transmission times, respectively. The end-to-end hop count estimation for sender $i$ is given by:

$$HC_{e2e} = \frac{G_i}{\text{Avg}(C_{RTS})},$$

where $\text{Avg}(C_{RTS})$ is the moving average of the number of groups a packet can traverse within a single hop transmission from node $i$ and $0 < \text{Avg}(C_{RTS}) \leq \text{GRA}$. The receiver's group ID is obtained by $i$ for each transmission by piggybacking on the CTS packets. The initial value of $\text{Avg}(C_{RTS})$ is set to $\text{GRA}$. The $\text{Avg}(C_{RTS})$ value depends on the local network density, the channel quality and the network congestion level at node $i$.

3.6. Admission control and early deadline-miss packet drop

Admission control is important in real-time provisioning for WSNs. A well-designed admission control policy can prevent unschedulable traffic from entering the network, thus improving bandwidth utilization and energy efficiency. According to the receiver-contention based dynamic forwarding design, as explained in Section 3.5, the minimum end-to-end deadline requirement for a packet initiated at sender $i$ can be derived from (10) as

$$t_{e2e}^{min} = \frac{G_i + t_{hop}^{min}}{\text{GRA}}.$$

Using (15) and (16) in (6) and (7), any schedulable end-to-end requirement can be mapped to a priority level $i$, where $1 \leq i \leq N$. Therefore, a simple admission control policy can be adopted at the sender, where packets with priority levels greater than $N$ are not admitted to the network.

At the relay-node, SDRCS employs an early-deadline-miss (EDM) drop policy for relaying nodes. For any relaying

<table>
<thead>
<tr>
<th>Sender</th>
<th>AIFS</th>
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<th>BW$^{RTS}$</th>
<th>CTS</th>
<th>SIFS</th>
<th>DATA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver</td>
<td>SIFS</td>
<td>Polling$^{CTS}$</td>
<td>BW$^{CTS}$</td>
<td>CTS</td>
<td>SIFS</td>
<td>ACK</td>
</tr>
</tbody>
</table>

Fig. 6. A complete prioritized packet transmission contention and receiver contention period for real-time MAC.
node $k$, the cumulative packet transmission time is recorded as $t_a$ and the remaining deadline for a packet, $L_r$, is calculated as:

$$L_r = L_{2e} - t_a.$$

From (6) and (15), the updated per-hop deadline is calculated at each relay node as

$$L_{req}^{hop} = \frac{L_r}{G_k/\text{Avg}(G_{mw})}.$$

If the updated $L_{req}^{hop}$ is mapped into a priority level greater than $N$, the packet will be dropped because it is unlikely to be delivered to the sink on time based on the end-to-end hop count estimation at node $k$. In contrast to the packet drop policies adopted by [10] or [12], which depend on periodically updated per-hop delay information stored in the neighbor list, this early drop policy better adapts to the dynamic channel and load conditions encountered in WSNs, thus avoiding false packet drops due to outdated per-hop pairwise delay information.

3.7. Void avoidance

SDRCS relies on a greedy forwarding strategy at every hop to transmit a data packet to a locally optimal next-hop node ensuring positive progress toward the sink. However, this may not always be possible. For example, in a situation where all the neighboring nodes of a sender are associated with higher group IDs, the sender will fail to locate a qualified next-hop node that has a positive progress toward the sink. This undesirable phenomenon is usually called a communication void [29]. The presence of communication voids is a challenging problem for any greedy forwarding approach. Although a dense deployment of wireless nodes reduces the likelihood of the occurrence of a void in the network, it is still possible for some packets to encounter voids that are caused by the presence of dead nodes or the boundaries of a wireless network. These packets must be discarded only when a single greedy-forwarding strategy is used, even though a topologically valid path does exist from $S$ to $D$: $S - V - A - B - C - E - D$. It was argued in [30] that passive participation is not effective in a randomly deployed wireless network with low density.

In SDRCS, a communication void is handled inherently by grouping ID assignments and the design of forwarding metrics. First, note that RSS-based grouping is a limited broadcast process initiated at the sink, as described in Section 3.2. Any node can be reached by the broadcast grouping message and assigned a group ID while the network is connected. In addition, any node with a group ID assignment must be able to reach the sink through the reversed broadcast path, if symmetric links are assumed between each pair of connected nodes. Then, considering the receiver-contention based dynamic forwarding operation described in Section 3.5, packet forwarding fails to find a next hop only if one of the following conditions is true:

- There is no node within the transmission range of the sender.
- Any node within the transmission range has a higher group ID than the sender.

However, RSS-based grouping design prevents either condition from occurring in SDRCS operation. First, since the network is assumed to be connected, there must be at least one node within the transmission range of the sender. Second, any sender must have at least one neighboring node with a lower group ID, from which the grouping message is received. As a result, the SDRCS operation guarantees that a packet can always be forwarded from the sender to a node with lower group ID and finally reach the sink, whose group ID equals 0. In Section 4.4, we discuss how grouping results adapt to the communication voids.
4. Performance evaluation

The performance of our real-time communication scheme, SDRCS, was analyzed in GlomoSim [31] using the simulation parameters shown in Table 2. We chose a log-normal shadow fading channel model [24] to reflect the channel dynamics in real WSN deployments and implemented the model in the simulator. The node related parameters were also carefully chosen to reflect typical MicaZ node capabilities [22]. We explored extensive simulation scenarios for SDRCS and compared its performance with the existing service differentiated real-time communication schemes, RAP [11] and MMSpeed [10]. The MAC operation parameters for dynamic IFS/BW extension based prioritized MAC design (used by RAP and MMSpeed) and real-time MAC (used by SDRCS) are listed in Table 3. For RAP and MMSpeed, AIFS[i], the BWMax[i] and BWMin[i] values are defined based on the simulation settings in [10] and [8], where i is the data packet transmission priority level. For SDRCS, the tmin hop value was derived according to (14).

Two important end-to-end metrics were measured for real-time performance evaluation in our simulations:

- **End-to-End On-Time Packet Delivery Rate:** The ratio of the number of unique packets received at the sink with end-to-end latency less than or equal to the end-to-end deadline requirement, to the total number of packets sent by the source node. This metric reveals the end-to-end real-time capacity of the network achieved by a given communication scheme.

- **Average End-to-End Packet Transmission Latency:** Average end-to-end transmission time for all on-time delivered packets. The packets that are dropped enroute due to missed deadlines are not included in the average end-to-end latency calculation. This metric gauges the service-differentiation capability of a given communication scheme.

### 4.1. RSS-based grouping with varying grouping granularity

In this simulation scenario, we examined the performance of the RSS-based grouping scheme. In Fig. 8(a) and (b), the RSS-based geographic grouping results with GRA = 1 and GRA = 2 are shown, respectively, on a sample network topology generated for the simulation. It can be observed that in the sample network topology with homogeneous channel fading and noise components, RSS-based geographic grouping can properly divide the sensing field into near circular strips. Since the node distribution, and the channel fading and noise components are homogeneous in the network, the node group ID assignment shows a nearly perfect linear relation with the group-to-sink distance.

Next, we examined how the grouping granularity GRA affects the end-to-end performance of the SDRCS. Two sets of simulations were performed with different source nodes and end-to-end deadline requirements. Using the network topology shown in Fig. 8, we chose the source nodes located in the left-bottom corner to maximize the possible end-to-end hop count. In the first simulation set, one constant-bit-rate (CBR) event data flow CBR1 is generated from a node located at (459,411), with end-to-end deadline requirement Lreq e ¼ 30 ms. In the second set, another event data flow CBR2 is generated from a node located at (402,451), with Lreq e ¼ 60 ms. Accordingly, PriorityCBR1 ¼ 2 and PriorityCBR2 ¼ 5. For each set, 2000 real-time packets were sent from the source node. The simulation was conducted 10 times with different random seeds, and the average value is shown.

In Fig. 9(a), the average on-time delivery rates of CBR1 and CBR2 are shown for GRA values ranging from 1 to 4. It can be observed that increasing the grouping granularity, GRA, to some extent helps improve the end-to-end real-time performance at both priority levels. In this case, for GRA ¼ 2 and node degree of 15, up to a 30% improvement in the end-to-end on-time delivery rate is achieved with both traffic flows. However, increasing GRA without considering the network density leads to groups with uneven node distributions or empty groups. In these cases, the packet traversal speed cannot be estimated properly and the end-to-end real-time performance is degraded. In addition, a larger GRA introduces higher control overhead (due to more temporary group ID updates) and longer grouping times (due to the larger back-off window).

To further investigate the relationship between network density and optimal GRA value, we conducted simulations with varying node degree values (15, 22 and 30) and show the resulting average on-time delivery rate of...
The simulation results confirm that a larger GRA value can achieve better localization information for higher network density. For node degrees of 15, 22 and 30, the best GRA values are found to be 2, 3.5, and 5, respectively. The optimal GRA values in a WSN may vary with time due to node failures. Such situations require a network regrouping based on a different GRA. We will address dynamic GRA adjustment strategies in a future work.

### 4.2. Performance comparison

In this simulation scenario, we compare the real-time performance of SDRCS with the existing service-differentiated real-time communication schemes, RAP [11] and MMSpeed [10]. To fully test the protocol performance, we randomly generate 10 network topologies with node degrees of 15. For each network topology, we chose three nodes located in the lower-right corner as the event data sources for maximizing the possible end-to-end hop count.

In this scenario, three constant bit rate (CBR) event data flows CBR1, CBR2, and CBR3, each with different end-to-end deadline requirements are generated simultaneously at the source nodes. The end-to-end deadline requirements of the three flows are 30 ms, 60 ms, 90 ms, respectively. According to the sample packet priority assignment policy given in (7), $P^{x}_{CBR1} = 2$, $P^{x}_{CBR2} = 4$, and $P^{x}_{CBR3} = 5$. Note that, the $P^{x}$ values listed here are the initial packet priority level assignment at the sender. The priority level of each packet is updated at each hop according to (7) and (17). For each CBR flow, 2,000 packets are generated and sent to the sink.

The average end-to-end transmission latencies and average on-time delivery rates achieved by SDRCS and RAP are shown in Fig. 10. In Fig. 10(a), it can be observed that both RAP and SDRCS provide service differentiation for traffic flows with different end-to-end deadline requirements in terms of different average end-to-end transmission latencies, because both designs provide prioritized queuing and MAC support. However, RAP always results in a higher end-to-end latency. In our simulated environment setting, a log-normal shadow fading channel model is used to reflect the channel dynamics in real WSN deployments. The channel quality enroute affects the end-to-end delay in terms of per-hop retransmission. The tradeoff between larger per-hop forwarding distance and shorter per-hop latency plays an important role in determining the end-to-end real-time performance. Since RAP assumes a perfect channel model, it simply chooses the next-hop to maximize the per-hop forwarding distance but fails to consider this tradeoff in its forwarding metric design. As a result, the average end-to-end delay is significantly higher for RAP than for SDRCS. Moreover, because RAP does not have a dynamic packet traversal speed-estimation strategy in its protocol design, only a baseline missed-deadline packet drop policy is used in

---

**Fig. 8.** A sample simulation network topology with a node degree of 15 for grouping granularities of GRA = 1 and GRA = 2. The numbers shown next to each node are the resulting group IDs.

**Fig. 9.** On time delivery rate of CBR1 and CBR2 traffic.
end-to-end transmission. Therefore, unnecessary packet forwarding cannot be eliminated to improve bandwidth utilization. The long transmission latency and the low bandwidth utilization also affect RAP performance in terms of the on-time delivery rate. Fig. 9(a) showing the on-time delivery rates, reveals that SDRCS provides up to 40% higher average on-time delivery rate for 2,000 packet transmissions and maintains steady on-time delivery rates for much higher source rates without congestion.

In Fig. 11, the comparison of the real-time performance of SDRCS and MMSpeed are shown, in terms of average end-to-end transmission latency and the average on-time delivery rate. In Fig. 11(a), it can be observed that both schemes provide a relatively low average end-to-end latency in achieving soft real-time guarantees. This result indicates that, in contrast to purely geographic forwarding, utilization of both geographic information and channel quality is necessary delay-sensitive communication. In Fig. 11(b), it can be observed that, compared with MMSpeed, SDRCS improves the on-time delivery rate for traffic of any priority level by approximately 20% when the event source rate is less than 5 Pkt/s. When the event source rate reaches 5 Pkt/s, MMSpeed starts to experience network congestion with a significantly decreased on-time delivery rate. In contrast, SDRCS maintains a steady on-time delivery rate for high event source rates up to 20 Pkt/s. The better real-time performance of SDRCS can be attributed to the following factors.

First, SDRCS provides better overall per-hop transmission latency for traffic with low priority levels. According to the MAC operations described in Section 3.4, the average per-hop latency for SDRCS is 2200 µs regardless of the priority levels associated with the traffic. According to (8), this value is approximately the same as the minimum per-hop latency for a dynamic IFS/BW extension-based approach with a priority level equal to 2. However, for MMSpeed, traffic with a lower priority level experiences longer IFS and back-off times in each packet transmission attempt, which results in significantly increased transmission delays. Therefore, the dynamic IFS/BW extension based MAC design adopted by MMSpeed leads to lower transmission throughput and a lower on-time delivery rate, especially for low priority-level traffic. Accordingly, as shown in Fig. 11(b), traffic with looser end-to-end deadline requirements experiences congestion earlier in MMSpeed; whereas in SDRCS, traffic of all priority levels of suffers from congestion at approximately the same source rate. In addition, SDRCS achieves a better on-time delivery rate at the same packet source rate.

4.3. Energy efficiency analysis

In this section, we discuss the energy efficiency of the SDRCS in terms of packet forwarding, packet duplication, and packet dropping. In Fig. 12, the average number of data packet forwarded per unique end-to-end packet delivery (forwardings per delivery; FPD) is shown for SDRCS and MMSpeed under varying end-to-end deadline requirements and source rates. FPD reflects the energy efficiency of the protocol in terms of average end-to-end hop count.
average retransmission time, percentage of dropped packets and duplicated packet rate. When the data rate is low, and the end-to-end deadline requirement is loose, most packets reach the sink on time. Therefore, FPD captures the product of the average end-to-end hop count and the average number of per-hop retransmissions introduced by channel fading, which accounts for the majority of energy consumption in WSNs. The simulation results in Fig. 12 show that SDRCS always results in a lower FPD than MMSpeed under similar deadline and source rate requirements, thus leading to better energy efficiency.

When the data rate is high and the end-to-end deadline requirement is tight, the network contention and congestion levels are increased, resulting in higher packet error rates and longer per-hop transmission delays. Accordingly, the percentage of unschedulable packets or duplicated packet transmissions significantly increase. As a result, large amount of energy is wasted on the delivery of these packets. Under such circumstances, the energy efficiency of the system depends on properly designed admission control and packet-dropping policies.

Compared with MMSpeed, SDRCS adopts an improved policy based on a more accurate and adaptive packet traversal speed estimation method. MMSpeed uses table-based forwarding, where the neighbor list and the average transmission time between a pair of neighboring nodes are periodically exchanged. The packet traversal speed achieved by a certain neighbor is determined by the sender based on this periodically exchanged information. For an end-to-end packet delivery process, if any intermediate node cannot find a neighbor satisfying the required packet traversal speed, the packet is dropped. Such a rigid packet-dropping policy requires an accurate end-to-end hop-count estimation and frequent neighbor information exchange. Under dynamic network conditions, this drop policy may experience a large percentage of false missed-deadline packet drops.

In contrast, with SDRCS, both the packet traversal speed and the required per-hop deadline are estimated based on the information instantaneously updated at the receiver, which helps improve the accuracy of the schedulability estimation. In Fig. 11(a), it can be observed that the average end-to-end latency for SDRCS increases with increasing source rate until it approaches the end-to-end deadline requirement. This indicates that the EMD drop policy correctly estimates most packet drops. Therefore, the average end-to-end transmission latency for each on-time packet delivery increases with an increasing network queuing delay. However, for MMSpeed, the average end-to-end latency does not increase proportionally with increasing source rate, even when the network is fully congested. This situation indicates that MMSpeed’s tight drop policy results in a large portion of schedulable packets being dropped because the end-to-end transmission latency is close to the deadline requirement.

The energy efficiency of a communication protocol is also affected by the number of duplicate packets generated. To analyze this metric, two kinds of traffic flows were set up: a single flow sent from one lower-right node with an end-to-end deadline of 30 ms and a mixed flow sent from two lower-right nodes with end-to-end deadlines of 30 ms and 60 ms. The duplicated packet transmission rates of the SDRCS and MMSpeed are shown in Fig. 13, where SDRCS reduces duplicate packet transmissions in the network by more than 70% in comparison with MMSpeed. This difference is mainly due to MMSpeed’s probabilistic per-hop multicast mechanism, where the number of multicast receivers in each hop is determined by an end-to-end link error rate estimation. However, due to channel dynamics, such a link error rate estimation is not accurate. Improper per-hop multicasting results in duplicated packets being delivered to the sink and greatly reduces the bandwidth utilization. In contrast, SDRCS results in a much better bandwidth utilization and a higher end-to-end on-time delivery rate.

Based on above analysis, we conclude that SDRCS yields higher energy efficiency for both low-data-rate, loose-deadline and high-data-rate, tight-deadline conditions.

4.4. Void avoidance performance

In this section, we discuss the void-avoidance performance of SDRCS and compare its end-to-end real-time performance with MMSpeed. A network topology was manually generated by removing 30 nodes from the network to create two communication voids located in the lower-left and top-right corner as shown in Fig. 14 with the resulting RSS-based group formation. As described in Section 3.7, each node can obtain a group ID assignment in the sample network topology because the network remains connected. The group ID assignment adapts to the
network void and reflects the end-to-end hop-count estimation instead of a distance estimation.

We repeated the simulation scenario described in Section 4.2 using three source nodes marked with solid squares in Fig. 14. The average end-to-end transmission latency and on-time delivery rate are observed for both SDRCS and MMSpeed. The simulation results are shown in Fig. 15. Compared with the real-time performance based on a void-free topology, as shown in Fig. 11, SDRCS did not suffer from significant service degradation, whereas MMSpeed suffered severe degradation.

These results are attributed to two majors factors. First, SDRCS guarantees a route from the sender to the sink, irrespective of the route taken by the dynamic forwarding process. Therefore, a communication void can only slightly increase the end-to-end hop count according to the grouping results. Second, the network capacity bottleneck is located around the sink, where all the packets converge. Therefore, even though fewer parallel forwarding paths can be taken from the sender to the sink, the end-to-end throughput cannot be affected dramatically.

For MMSpeed, the on-time delivery rates dropped by 10% for traffic flows at all priority levels. Since MMSpeed relies on negative participation for void avoidance, some of the forwarding decisions may lead to broken routes. As a result, relaying nodes drop packets and stop participating in further transmissions. Since it takes time for the negative participation to propagate in the reverse direction to the upstream nodes and trigger new route exploration, a number of packets are dropped due to communication voids. This situation becomes severe when the total number of packet transmissions is small.

5. Conclusions

In this paper, we developed a service-differentiated real-time communication scheme (SDRCS) for multi-hop communication in WSNs. Using RSS-based grouping, SDRCS enables end-to-end hop-distance awareness for sensor nodes with a low control overhead. The hop-distance estimation accuracy can be controlled by adjusting the grouping granularity parameter to meet various application requirements. Along with this grouping approach, a channel-aware dynamic forwarding approach is utilized, with a polling contention-period based prioritized MAC for inter-node traffic differentiation. Compared with the commonly adopted dynamic IFS/BW extension based MAC approaches, the developed MAC design features better service differentiation capability with better bandwidth utilization when the number of priority levels in the network is greater than 4. By including a receiver contention process in the MAC operation, the forwarding decision is locally performed to maximize packet traversal speed. Based on this MAC operation, we also designed a per-hop deadline based prioritized queueing policy for intra-node traffic differentiation.

SDRCS requires no extra hardware for localization, transmission power adaptation, or multiple channel transmission support. It also adapts to network dynamics, such as varying channel quality, local congestion and communication voids. Our analysis showed that SDRCS achieves a better on-time delivery ratio and a higher throughput, with better energy efficiency, than existing approaches such as RAP [11] or MMSpeed [10]. The dynamic forwarding technique eliminates the neighbor exchange packets found in recent approaches. This difference is especially beneficial in high density WSNs, where each node has a high degree. Consequently, SDRCS provides a complete design for real-time communication in WSNs.
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